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ABSTRACT This paper addresses the time synchronization problem of asynchronous wireless sensor
networks (WSNs) under false data injection attacks. First, we extend the fundamental metric of r-robustness
with the notion of trusted links and then show that the structural robustness of networks can be significantly
improved without adding additional links after setting a small subset of links to be trusted. Then, for a
more practical case where the intercommunication topologies between each sensor node are time-varying,
we develop a resilient consensus-based distributed algorithm where the sampling period is allowed to be
chosen by each sensor independently and it is shown that the time synchronization problem for WSNs can
be solved via the proposed controller. Numerical simulations are conducted to illustrate the effectiveness of
our proposed method.

INDEX TERMS Resilient consensus, false data injection attacks, time synchronization, asynchronous, time-
varying, trusted link.

I. INTRODUCTION
In wireless sensor networks (WSNs), the precise time
synchronization has become a fundamental requirement for
various applications such as energy saving, trajectory estima-
tion of mobile objects, surveillance coverage optimizing, and
environment monitoring [1]–[4]. Many time synchronization
control approaches have been developed forWSNs in various
scenarios in the past years [5]–[9].

However, most existing works are based on the assump-
tion that the WSNs are deployed in a benign environment.
As the small-size, low-cost as well as wireless communi-
cation requirement of sensor nodes, the present WSNs are
quite vulnerable to cyber attacks. Also, the existing time
synchronization mechanisms may become vulnerable or even
invalid in the presence of attacks. For example, in a WSN
without considering security defensemechanism, exchanging
messages through wireless communication links are vulner-
able to attackers who aim to inject corrupted messages into
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the network. Its impact on existing time synchronization
protocols is devastating since such corrupted information will
be propagated in an epidemic way. To avoid the impact of
such malicious attacks, it is therefore important to develop
secure time synchronization strategies.

Recently, the time synchronization based on consen-
sus algorithms for WSNs under attacks has been explored
in [8], [10]–[14]. A common approach that filters the infor-
mation received from one’s neighbors to ensure robustness
has been introduced for the study of resilient consen-
sus problem in recent works [15]–[18], and has been
extended a family of algorithms, called the Weighted Mean-
Subsequence-Reduced (W-MSR) algorithm [19]. The basic
idea of W-MSR is to eliminate the constant number of
maximum and minimum values that each node received
from its neighbors. He et al. [20] proposed a secured
maximum consensus-based time synchronization (SMTS)
protocol for WSNs to detect and invalidate message manipu-
lation attacks. Dong and Liu [21] considered the Sybil attack,
which is one typical attack on such sensor networks, and
proposed a robust and secure time-synchronization (RTSP)
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protocol. More recently, the authors in [8] considered the
resilient consensus-based distributed time synchronization
under both false data attacks and unreliable communication.
Similarly, the authors in [22] studied the edge-bound con-
tent modification attack on WSNs, and proposed an effec-
tive detection mechanism against such attacks. There have
also been similar works [22], [23] which consider the quan-
tify communication for consensus network under malicious
attacks.

As explained in the aforementioned works [15]–[19],
only in a sufficient network connectivity, consensus can be
achieved under attacks. An important criterion for evaluating
the performance of different network structure to tolerate
attacks is called network robustness [24], which is used to
characterize the property that encapsulates the notion of suf-
ficient local redundancy of incoming information of each
node is needed. Loosely speaking, higher network robustness
means better performance to tolerate attacks. Thus, good
network robustness is essential for secure consensus-based
controller design. As for the problem of improving network
robustness, a conventional way is achieved by adding fur-
ther links between nodes, i.e., by increasing redundancy.
However, it may be prohibitively expensive or impossible in
practice.More recently, a novel idea for increasing robustness
without adding extra links is proposed in [25], which the
basic strategy is to make a small subset of nodes trusted, that
is, insusceptible to failures. With the help of trusted nodes,
our earlier work [26] discussed the consensus problem for
the first-order and second-order heterogeneous system. And
Mitra et al. [27] also used the trusted nodes to address the
issue of distributed state estimation of a linear dynamical
process in an attack-prone environment.

On the other hand, consensus in asynchronous networks
is a more realistic case facing practical problems, since
node independently updates its state at times determined
by its own clock in real environments [5]–[7]. The resilient
consensus problem in asynchronous networks is studied
in [18], [28], [29]. However, in these mentioned works, they
all assumed that the topology of the underlying graph is fixed
during the whole consensus process. But, in practice, it is
hard to avoid constraints on communication capabilities, due
to limited communication ranges, bandwidth, and physical
obstruction of the communication channels. Therefore, sys-
tem with time-varying topologies is of significance from both
theoretic and engineering points of view. For these reasons,
in this paper, we focus on the resilient consensus where agents
with communication graphs varying as a function of time and
update their states in an asynchronous mode.

Motivated by the aforementioned works, we in this
paper consider the consensus-based time synchronization for
WSNs in the presence of false data injection attacks. Dif-
ferent from most prior works which are mainly devoted to
synchronous and fixed networks under attacks. We propose
a novel security mechanism into the consensus computation
process combined with trusted links to solve the time syn-
chronization problem in the asynchronous and time-varying

networks. The major contributions of this work are summa-
rized as follows:

1) Inspired by [25], a concept of r-robustness with trusted
links is introduced to measure the network resilience,
and we found that the robustness of a network to tol-
erate malicious attacks can be effectively improved by
setting a small subset of links as the trusted links.

2) Compared with [8], [30], [31], the asynchronous and
time-varying topologies are taken into consideration
in this work, and a novel Trust and Time-interval
Weighted based Mean-Subsequence-Reduced (TTW-
MSR) algorithm is proposed. We then give the cor-
responding stability and convergence analysis on the
discrete-time case under a directed switching graph.

3) We propose a time synchronization algorithm base on
TTW-MSR forWSNs, and evaluate its effectiveness on
WSNs by extensive simulations.

The remainder of this paper is organized as follows:
Section II gives some knowledge of graph theory and attack
models, and provides the problem formulation. In Section III,
necessary and sufficient topology conditions are analyzed and
the trust-based consensus algorithm is proposed for the asyn-
chronous and time-varying network. In Section IV, we ana-
lyze the problem of time synchronization and extend the
algorithm proposed in Section III to realize time synchroniza-
tion. Simulations are provided in Section V followed by some
concluding remarks in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we introduce several notions and a preliminary
result for directed graphs and attack models, and formulate
the problems.

A. PRELIMINARIES FROM GRAPH THEORY
A weighted directed graph of time-varying network with n
nodes (n > 1) is defined as a triple G[t] = (V, E[t],A[t]),
where V = {1, . . . , n} is the node set, E[t] ⊆ V × V is
the directed link set and A[t] ∈ R(n×n) is the adjacency
matrix at time t , respectively. The directed link (i, j) is called
the incoming link of i, which means this link can transmit
messages from node j to node i. And similarly, the directed
link (j, i) is called outcoming link of i. For node i, the set of
its incoming neighbors at time step t is denoted by Ni[t] =
{j : (i, j) ∈ E[t]}, the number of neighbors is notated by
|Ni[t]|, and the set of its incoming links is denoted by Ei[t] =
{(i, j) : (i, j) ∈ E[t]}. The element wij[t] in A[t] is defined by
wij[t] ∈ [µ, 1) if (i, j) ∈ E[t] and wij[t] = 0 otherwise, where
µ > 0. Here, self-loop is not considered, i.e., (i, i) /∈ E[t],
∀i ∈ V . Wewill use the terms node and agent interchangeably
throughout the paper, and the graphs we mentioned in this
paper are all directed.

Next, we introduce several concepts of r-robustness. Fur-
ther details and examples can be found in [19] and [24].
Definition 1: (r-reachable set): A nonempty set S ⊆ V is

said to be r-reachable if there exists at least one node i ∈ S
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such that |Ei| ≥ r, r ∈ Z+, where Ei = {(i, j) ∈ E : j ∈
V\S} denotes the set of i’ incoming links from the outside of
subset S.
Definition 2: (r-robustness): A directed graph is said to be

r-robust if for every pair of nonempty, disjoint subsets of V ,
at least one of the subsets is r-reachable.

B. ATTACK MODEL
Recently, false data injection attacks have been widely stud-
ied for the networked control system [32]–[34]. In this paper,
we focus on the case of such a malicious attack. We assume
the attacker who has the ability to get control of one or more
of the incoming links at node i, and can arbitrarily injects false
information into communication channels.

Consider the fact the ability of an attacker may be limited
by some factors, such as computational power and energy
consumption, it may not be able to corrupt all links. There-
fore, it is reasonable to consider the resilience of the net-
work to specific scope of the attacks. A common assumption
model in the area of resilient consensus problem is so called
F-local model. In this typical model, the scope of the attacks
is usually assumed to be bounded by a constant F in the
neighborhood of each node. Application this assumption to
our link false data injection attacks, we have the following
definition.
Definition 3: (F-local attack model) A network is called

under F-local attack if there are at most F incoming links of
each node are attacked at every time step t .

C. PROBLEM FORMULATION
Consider a multi-agent system consisting of n agents,
the communication topology is a weighted directed graph
G = {V, E,A}. Each agent has the following dynamics

xi[t + 1] = xi[t]+ ui[t], t ∈ N, (1)

where xi ∈ R represents the state of agent i, and ui is the
control input to be designed.

The resilient consensus problem has been studied in the
control community for the last few years [19], [35]. In this
problem, there are two major concerns for the state value
of each node in the system: safety condition and agreement
condition. We denote by m[0] and M [0] are minimum and
maximum initial state values of nodes respectively, and the
resilient consensus can be defined as follows.
Definition 4: (resilient consensus) [19] The state variable

xi[t], i ∈ V of system (1) is said to achieve resilient consensus
if the following two conditions are verified.
• Safety condition: there exists a set S ⊆ [m[0],M [0]] that
for all nodes i ∈ V , it holds that xi[t] ∈ S for t ∈ Z+.

• Agreement condition: ∃x∗ ∈ R such that limt→∞xi[t] =
x∗ for all i ∈ V .

In the present work, we also consider resilient consensus of
systems (1) over asynchronous network. That is to say, not all
the nodes in the network updating their states simultaneously.
Let U[t] denote the set of nodes updating their state values

at time step t , then it is easy to see that U[t] = V for a
synchronous network. Note that if there exists node in the
network for a long time without updates, the consensus can
never be reached. In order to avoid this, another assumption
is given as follows.
Assumption 1: Consider an asynchronous networkG, each

node makes an update at least once during the period P ,
that is,

P⋃
l=0

U[t + l] = V, P ∈ Z+ (2)

It is worthy to point out that Assumption 1 ensures that
all the nodes become active and update once during the
period P . In this paper, we consider the data received within
the past time interval P from the current update time step t ,
i.e., [t − P, t].

Then for a time-varying network, the communication links
of the digraph will change over time, and we use G[t] =
(V, E[t],A[t]) to denote the graph at time step t .

The following assumption is made in this paper.
Assumption 2: The communication topology of each

digraph should stay at least P time steps before it changes.
The meaning of Assumption 2 is that for each period P ,

it ensures each node receives at least one data from its each
neighbor before the current graph switches.

Furthermore, we define the union graph in the interval
[t − K , t].
Definition 5: (K -union graph) For a fixed time period K ,

K ≥ P , GK [t] denotes the union of graphs within the time
interval [t − K , t]. That is, GK [t] = ∪Kl=0G[t − l].

It should be emphasized that in a time-varying network,
the property defining an F-local set must hold for all
points in time. Then we modify Definition 3 by bringing in
time-varying period K .
Definition 6: ((K ,F)-local attack model) For a fixed

period K , we call an attack model as (K ,F)-local attack if
there are at most F incoming links of each node in GK [t] are
compromised.

As mentioned above, for a time-varying and asynchronous
network, a consensus control protocol uses only certain sam-
pling data for the updates of controller. Then, wemainly focus
on the following two problems for system (1) under protocol
ui[t]: 1) under what topology conditions the consensus can
be achieved for asynchronous and time-varying network; and
2) how to design ui[t] to achieve consensus even if some
communication links are compromised by attackers.

III. GRAPHICAL CONDITION AND ALGORITHM DESIGN
In this section, we will first explore a necessary and sufficient
graphical condition for resilient consensus protocol, and then
give the detail of the algorithm design.

A. GRAPHICAL CONDITION FOR RESILIENT CONSENSUS
As explained in work [19], only in a sufficient net-
work robustness, resilient consensus can be achieved.
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FIGURE 1. (a): A 1-robust with Tε digraph with 8 nodes and 21 communication links. (b): A 3-robust with Tε
digraph by setting (2,4), (4,8), (8,7) (blue dashed lines) as trusted links of Figure 1(a). (c): A digraph where
the trusted links (blue dashed lines) is a primary link set.

Inspired by work [25], we introduce a new concept, called
trusted link .
Definition 7: (trusted link) A link (i, j) in digraph G is

called a trusted link if it does not suffer the false data injection
attack from the attacker. All messages transmitted through
(i, j) cannot be modified or failed.

In other words, trusted link (i, j) ensures that the data
received by node i equals to the data sent by node j. We use
Tε to denote the set of trusted links in the G.
Considering the trusted links may exist in the network,

the property of r-robustness mentioned in [19] can no longer
be used to judge the network robustness. Thus, we propose a
new robustness metric based on the concept of trusted link,
termed r-reachable with Tε, which is defined as follows.
Definition 8: (r-reachable with Tε) Given a digraphG and

a nonempty subset S ⊆ V , let Tε be a set of trusted links. For
node i ∈ S, E∗i is a subset of Ei, which satisfies E∗i = {(i, j) :
(i, j) ∈ Ei, j /∈ S , i ∈ S}. We say S is a r-reachable with Tε
set if ∃i ∈ S such that |E∗i | ≥ r or E

∗
i ∩ Tε 6= ∅, r ∈ Z+.

The concept of r-reachable with Tε means there must exist
a node in this set which has r incoming links or at least one
trusted incoming link from the outside of its own set.
Remark 1: If there exists a node in the set which has at

least one trusted incoming link from the outside of its own
set, we call this set as an infinity-reachable with Tε set.
Definition 9: (r-robustness with Tε) We call a digraphG is

r-robust with Tε if for any pair of non-empty, disjoint subsets
S1, S2 ⊆ V , at least one of the subsets is r-reachable with Tε.
Next, we give an example to better illustrate the con-

cept of r-robustness with Tε. Figure 1(a) is a digraph of
1-robustness with Tε, because when we take S1 = {1, 2, 7},
S2 = {4, 6, 8}, neither S1 nor S2 is 2-reachable with Tε.
But now we can improve the robustness by selecting a set of
trusted links. Considering that the selected set should be as
small as possible, we select one of the smallest sets that can
make the Figure 1(a) reach 3-robustness with Tε. As shown
in Figure 1(b), we select {(2,4), (4,8), (8,7)} as trusted links.
In contrast to the way of selecting trusted links, in this net-
work, the conventional method requires at least six additional
links to achieve 3-robustness. Such as adding {(1,4), (2,7),
(2,8), (6,1), (6,2), (7,4)}. Figure 1(b) can guarantee resilient
consensus even when there is a compromised incoming link
around each node, whereas Figure 1(a) cannot. From this

example, we can see that the way to set the trusted links has
a significant impact on the robustness of the network.

By setting trusted links, the target robustness can be
achieved even in the network whose connections among node
are not dense. Since robustness can be improved by setting a
set of trusted links, how should we find these trusted links?
Here we consider the following method.

To better characterize this method, we first define a notion
called primary link set.
Definition 10: (primary link set) Given a digraph G with

n nodes, a link set called primary link set if the following
conditions are met.
• All links in the set are trusted links, and the number of
links is n which equals to the number of nodes in G.

• Each node has one incoming link in G.
• These links with nodes can form a spanning tree in G.

Figure 1(c) is an example where the links in the graph is a
primary link set.
Theorem 1: When there is a primary link set in a digraph

G, the robustness of G reaches infinity. That is, the digraph G
can reach infinity-robustness with Tε.
proof: The proof of Theorem 1 is shown in Appendix A.
Note that if a digraph satisfies infinity-robust with Tε,

then no matter how many compromised incoming links
exist around each node, the consensus can still be achieved.
Because when removing all the suspicious data, there still
exists data from the trusted link of each node used for
updating.

In the following, we present the method. First, we selected
a primary link set from the digraphG. Let Tε denote the set of
trusted links in G. Then, we set Tε equal to this primary link
set. If the target robustness can still achieve after removing
the link from set Tε, then remove this link, otherwise keep it
in the set. If no link can be removed, the remaining links in
Tε are the trusted links we are looking for. The disadvantage
of this method is that the optimal set cannot be found. But
luckily, the target set of trusted links can always be found to
reach expected robustness.

We take Figure 1(a) for example. Here we want to find a
set of links to reach 3-robustness with Tε. First, we select
Tε = {(7, 1), (4, 2), (4, 3), (8, 4), (7, 5), (8, 6), (8, 7)} which
satisfies Definition 10. Thenwe try to remove (7,1), the topol-
ogy can still reach 3-robustness with Tε. So (7,1) is removed
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from Tε. We remove other links in turn and check if the target
robustness can maintain. Finally, we find after removing
(7,1), (4,3), (7,5), (8,6) from Tε, 3-robustness with Tε prop-
erty of this topology can still maintain. Meanwhile removing
any remaining links will result in less than 3-robustness with
Tε. Therefore, the set Tε = {(4, 2), (8, 4), (8, 7)} is the set
which we are looking for.

As for how to optimize the method to find the set of trusted
links can be our future work.

In the next section, we will use this robustness concept to
deal with the resilient consensus problem under false data
injection attacks in the asynchronous time-varying network.

Considering a time-varying network, the constraint that the
graph may not be (2F + 1)-robust with Tε at each time step.
To solve this problem, a strategy that allows the network to
achieve resilient consensus is introduced as follows.

We give a solution by granting that the collection of joint
communication graphs over a bounded time interval is (2F +
1)-robust with Tε, detailed below.
Definition 11: ((K , r)-robustness with Tε) For a fixed time

period K , we call G[t] is a (K , r)-robust with Tε graph if the
union graph GK [t] is r-robust with Tε.
ThoughG[t] may not be ensured an r-robust with Tε graph

at each time step t , Definition 11 provides a new perspective
that we only need require the union communication graph
over a bounded time interval K be a (2F + 1)-robust with Tε
graph. Thus, the graph is not required to be (2F + 1)-robust
with Tε at every time step.

B. RESILIENT ALGORITHM
In this section, we present a resilient consensus algorithm
with trusted links.

We propose a modification of the original MSR algorithm
for asynchronous time-varying networks, which we term
as Trust and Time-interval Weighted based MSR algorithm
(TTW-MSR).

The algorithm considers all data received within the past
K time steps from the current time step t . And the messages
received from the trusted links will be used for updating. Each
node i ∈ V , updates its state as follows

xi[t + 1]=xi[t]+
∑
j∈ψi[t]

wij[t − lij[t]](xj[t − lij[t]]− xi[t]),

(3)

where (t − lij[t]) denotes the timestamp of latest message
received from node j to node i, lij[t] ∈ [0,K ]. wij[t − lij[t]] is
the (i, j)th entry of the adjacency matrixA[t − lij[t]]. ψi[t] is
the set of nodes whose most recent data send to node iwill be
used for updating of node i. The detail of algorithm shown in
Algorithm 1.

In Algorithm 1, the input values, including i, 0i, F , K , Tε,
t , mean that node i has a list 0i which stores the received
time-stamped messages from its neighbors in the past time
period K from current time step t . Specifically, 0ij denotes
the received message from node j. The message is a triple
(j, ts, xj[ts]), where j is the sending node and ts is sending

Algorithm 1 TTW-MSR
Input: i, 0i, F , Tε, K , t
Output: xi[t + 1]
1: send message (i, t, xi[t]) to its out-neighbors
2: NK

i [t]← ∪tl=t−KNi[l]
3: lij[t]← min{l ∈ [0,K ]|0i[t − l] 6= ∅},∀j ∈ NK

i [t]
4: χ [t]← ∅
5: χ [t]← χ [t] ∪ 0ij[t − lij], ∀j ∈ NK

i [t]
6: Ri[t] = Filter(xi[t], χ[t], Tε,F)
7: ψi[t] = Ri[t] ∪ {j|(i, j) ∈ Tε, j ∈ NK

i [t]}
8: xi[t + 1] = xi[t]+

∑
j∈ψi[t]

wij[t−lij[t]](xj[t−lij[t]]−xi[t])

9: return xi[t + 1]

time of node j. It is noted that the data in 0ij is stored only
within the recent time interval K and will be discarded when
data expires. Tε is the set of trusted links and F denotes
the system is under (K ,F)-local attack model. First, node i
sends its state value to its current out-neighbors. Then it uses
NK
i [t] to denote its neighbors in time interval [t − K , t].

On lines 3-5, (t − lij[t]) is the timestamp of the most recent
received message for each neighbor j in the time interval.
And then these most recent received messages will be stored
in χ [t]. On line 6, a function named Filter is performed.
In this function, node ifirst sorts χ [t] according to state value.
Second, compared to its own value xi[t], if there are less than
F values strictly smaller than xi[t], then node i removes these
data. Otherwise, it removes the smallest F values in the sorted
list. Similarly, at most F largest data that larger than xi[t] are
removed. The remaining data in the sorted list is denoted as
Ri[t]. For that the data transmitted through the trusted link is
trustful, we also use these received data for updating. Hence,
as shown on line 7, ψi[t] is the final neighbor set for the
update of node i. Finally, on line 8, node i computes the new
state value by rule (3).

Based on the aforementioned discussions, now we are in
the position to provide the main result.
Theorem 2: Consider the system (1) with asynchronous

update protocol (3) under Assumptions 1 and 2 with a (K ,F)-
local set of false data injection attacks. The resilient consen-
sus can be reached if the underlying graph satisfies (K , 2F +
1)-robustness with Tε for each time step t, t ≥ K .
proof: The proof of Theorem 2 is shown in Appendix B.
Remark 2: It should be note that in Section III-A, we just

set K = t when t < K . Because in this initial time,
the resilient consensus cannot be guaranteed, for the GK [t]
is not a (K , r)-robust with Tε graph, where t ∈ [0,K ).
However, the estimates are not affected by malicious outlier
value since the F largest value and F smallest values are
removed. Therefore, the update process during the initial K
time steps will not affect the result of Theorem 2.

IV. APPLICATION TO TIME SYNCHRONIZATION
In this section, we extend TTW-MSR algorithm to time
synchronization.
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Assuming all nodes in a time-varying network modeled as
G[t] exchange data with neighbors every T time. Consider
the clock frequencies of nodes are inconsistent, and the actual
update period of each node i is Ti, i = 1, 2, . . . , n.

Moreover, the clock frequency of each node is only a slight
deviation [6], which means there exists a period P ensuring
all nodes will do update and communication at least once in
this time interval. Therefore, we can apply the analysis of
resilient consensus in asynchronous time-varying networks
discussed in Section III to time synchronization.

A. CLOCK MODEL
By refereing to [9]–[12], the clock model of each node i can
be approximated as a linear model, which is denoted as

Ci[t] = αit + βi, i ∈ V, (4)

where t is absolute time that no sensor node knows the true
value of t , Ci is physical clock, αi is physical drift which
represents the rate of the clock change, and βi is physical
offset. Both αi and βi cannot be computed in practice. Slight
differences in αi and βi of sensors will cause their physi-
cal clock updating with a different speed. Considering that
other components of the sensor may depend on a continu-
ous running physical clock, the value of the physical clock
cannot be changed [10]. That is, the values of αi and βi
cannot be directly corrected. Therefore, the concept of logical
clock [9]–[12] is generally introduced as follows

C∗i [t] = α
∗
i [t]Ci[t]+ β

∗
i [t], ∀i, j ∈ V, (5)

where α∗i is called logical drift, and β∗i is the logical offset
used to correct the values of αi and βi of the physical clock
model respectively. Initially, α∗i [0] = 1 and β∗i [0] = 0. Thus
the final clock model is

C∗i [t] = α
∗
i [t]αit + α

∗
i [t]βi + β

∗
i [t], ∀i, j ∈ V. (6)

The goal of time synchronization is to find (α∗i , β
∗
i ) for each

node which satisfies

lim
t→+∞

C∗i [t]− C∗j [t] = 0, ∀i, j ∈ V. (7)

More specifically, another equivalent representation is lim
t→+∞

α∗i [t]αi = α̂ ∀i ∈ V,

lim
t→+∞

α∗i [t]βi + β
∗
i [t] = β̂ ∀i ∈ V,

(8)

where α̂ ∈ [mini∈V {αi},maxi∈V {αi}] and β̂ ∈ R. For
simplicity, we call α∗i αi as adjusted drift and (α∗i βi + β

∗
i ) as

adjusted offset.
Note that the actual values of αi and βi may change slowly

over time, but the time to complete time synchronization is
much less than αi or βi changes. Therefore, we can solve this
problem by restarting the synchronous update algorithm after
an appropriate time. And there is an implicit assumption that
the process of message exchange is instant and the transmis-
sion delay can be ignored. This assumption has been used in
most of the time synchronization protocols [9], [13].

B. UPDATE OF CLOCK
To meet the final goal of time synchronization as shown
in (7) and (8), nodes need to periodically communicate with
neighbors. There are two issues that deserve attention. One is
that the nodes update asynchronously. And the other is how
to update α∗i and β

∗
i .

For the communication mode, since the update frequencies
of the nodes are inconsistent, when the system sets a common
update period T , the actual update period of each node is
Ti = T/αi, i = 1, 2, . . . , n. It leads to the asynchronous
update mode of the nodes. In other words, the node cannot
receive data of all neighbors at the same time. It is worth
noting that there exists such a P = T/mini∈V {αi}, all
nodes will do update at least once during this period. For the
existence of such aP that satisfies Assumption 1, the analysis
in Section III is applicable to time synchronization.

For the second issue, when actual update period Ti arrives,
node i first broadcasts its own data to current neighbors
and then updates the state value immediately. The message
denoted asMi sent by i contains (i, Ci[t], C∗i [t], α

∗
i [t]), where

i is the id of the sending node, Ci[t] and C∗i [t] are the physical
clock and logical clock at time t respectively, and α∗i [t] is the
logical drift of node i at time t . When receiving the message
Mj from its neighbor j at time t , node i will record this data
along with its own Ci[t] in �ij. If the old data of neighbor
j exists in �ij, then old data will be replaced. Node i ∈ V
updates its logical drift α∗i [t] at time t according to following
rule

α∗i [t
+] = α∗i [t]+

∑
j∈ψi[t]

wij[t1](αij[t]α∗j [t1]− α
∗
i [t]), (9)

where t+ ∈ (t, t + Ti] denotes the timestamp before the next
update of node i, wij[t1] is the (i, j)th entry of the adjacency
matrixA[t1], andψi[t] is the set of neighbor nodes which not
be discarded according to the filtering rule. The parameter
αij[t] is a relative physical drift ratio of αj

αi
, which calculated

from αij[t] =
Cj[t1]−Cj[t2]
Ci[t1]−Ci[t2] , t1 and t2 is absolute time instant of

two messages when node i received the data of node j with
t1 > t2.
And similarly the logical offset β∗i [t] at time t updated

according to following rule

β∗i [t
+]=β∗i [t]+

∑
j∈ψi[t]

wij[t1](C∗j [t1]−(α
∗
i [t]Ci[t1]+β

∗
i [t])).

(10)

As can be seen from the update process (9), in order to
calculate the value of the relative physical drift ratio αij, one
need two messages from the same neighbor. Thus, each node
will have two sets to store received messages. One denotes
as �i, which is used to store the most recently received data
of neighbors. Specifically,�ij denotes the data in�i received
from j. These data may be modified and needed to be filtered.
After each update process, the data in �i, which used to
update α∗i and β∗i will be stored in the set ϒi. Similarly, ϒij
denotes the data received from node j. Thus, ϒi stores the
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Algorithm 2 TLTS
Input: Tε, T , T ∗, F , t = 0
1: initialize α∗i [0] = 1, β∗i [0] = 0, �i = ∅, ϒi = ∅, ∀i ∈ V
2: for i ∈ V do
3: Ti← T/αi
4: while t < T ∗ do
5: if Ci[t]/Ti ∈ N+ then
6: broadcast state message Mi[t] to its neighbors
7: call timeUpdate(i)
8: if node i receives the message from node j at time t

then
9: �ij←Mj[t] ∪ Ci[t]

latest data from�i which participated in the update of node i.
It is obvious that the data in the �i is newer than ϒi. At the
same time, we noticed that since the historical data is required
at least twice, the first data received from each neighbor is
directly stored in the ϒi. The update process of the node will
not start until two messages of each neighbor are received.
Therefore, this update rule cannot detect whether the first data
sent by each neighbor node has beenmodified. This is also the
problem existing in many time synchronization algorithms.

C. ALGORITHM FOR TIME SYNCHRONIZATION
The algorithm named Trusted Links based Time Synchro-
nization (TLTS) algorithm to achieve time synchronization
under (K ,F)-local model is shown as follows, where Algo-
rithm 2 gives the main framework of TLTS and Algorithm 3
shows the detail of state updating.

Algorithm 2 introduces the framework of TLTS. In this
algorithm, Tε is the set of trusted links of the digraph G, T
is the common update period of each node, T ∗ is the total
running duration of this algorithm which is set enough to
achieve time synchronization, and F is the scope of attacks of
the (K ,F)-local attack model. t indicates the current absolute
time. On lines 2-3, the real update period of each node will
be computed. On lines 5-7, the node i sends data to neighbors
and performs the update only when its actual update period
Ti arrives. And the received message from node j along with
its own physical clock will be stored in the �ij.
Algorithm 3 is the detail of Algorithm 2 describing how

to update the state value. The process is divided into three
steps. The first step is to compute the relative logical drift
α̂∗ij[t] with reference to each neighbor j, the second step is
to detect the suspicious data, and then update of α∗i and β∗i ,
i = 1, 2, . . . , n, will be performed in the last step. We use
t1, t2 to represent the absolute receiving time instant of data
storing in the �ij and ϒij respectively. On lines 4-5, α̂∗ij[t]
denotes the new logical drift of node i with reference to data
received from link (i, j). Lines 6-13 detect the reliability of
the data in the �i. The method of removing the extremums
can ensure the reliability of α̂∗ij[t]. Since the data transmitted
in the trusted links are always trustful, we will not remove
these data. On line 14, ψi contains the remaining nodes in

Algorithm 3 TimeUpdate(i)
Input: i
Output: α∗i [t

+], β∗i [t
+]

1: initialize ξ = ∅, Vmax = ∅, Vmin = ∅.
2: if �ij not empty and ϒij not empty, ∀j ∈ Ni then
3: ξ ← ξ ∪ j
4: for j ∈ ξ do
5: α̂∗ij[t]←

α∗j [t1]×(Cj[t1]−Cj[t2])
Ci[t1]−Ci[t2]

6: if α̂∗ij[t] > α∗i [t] then
7: Vmax ← Vmax ∪ j
8: if α̂∗ij[t] < α∗i [t] then
9: Vmin← Vmin ∪ j
10: if |Vmax | > F (|Vmin| > F) then
11: F nodes counting from the largest (smallest) α̂∗ij[t] in

Vmax (Vmin) are removed in ξ
12: else
13: all nodes in Vmax (Vmin) are removed in ξ
14: ψi[t]← ξ ∪ {j|(i, j) ∈ Tε, j ∈ NK

i [t]}
15: for j ∈ ψi[t] do
16: ϒij← �ij
17: �ij← ∅

18: α∗i [t
+]← α∗i [t]+

∑
j∈ψi[t]

wij[t1](α̂∗ij[t]− α
∗
i [t])

19: β∗i [t
+]← β∗i [t] +

∑
j∈ψi[t]

wij[t1](C∗j [t1] − (α∗i [t]C
∗
i [t1] +

β∗i [t]))
20: return α∗i [t

+], β∗i [t
+]

�i and neighbor nodes that transmit data on the trusted links.
On lines 15-17, since the suspicious data in the ξ has been
removed, the message received from remaining nodes can
directly overwrite the data of the corresponding node in the
ϒi. Then, we clear the data in the�i ready to receive the new
data. The calculation of the next-time logical drift α∗i (t

+),
t+ ∈ (t, t+Ti]. βi(t+) is performed as shown on lines 18-19,
where t represents the current absolute time.

The TLTS algorithm can effectively achieve the time syn-
chronization under (K ,F)-local model if the union commu-
nication digraph is (K , 2F + 1)-robust with Tε and satisfies
the Assumption 1 and 2 as discussed in Theorem 2.

V. SIMULATION EXPERIMENT
In this section, we conduct simulations to illustrate the influ-
ence of setting the trusted links on the time synchronization
under the false data injection attacks. The results can confirm
the efficiency of our proposed algorithm TLTS.

The asynchronous time-varying communication digraph of
our experiments is shown in Figure 2. There are eight nodes
and data exchanges among the nodes through the directed
links. The blue dashed directed line represents the trusted
link, the red dotted directed line represents the compro-
mised link, and the black solid directed line represents the
normal link. Figure 2 indicates that the graph changes peri-
odically over time. A total of three different communication
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FIGURE 2. The time-varying network with three subgraphs changed
periodically where red dotted directed line denotes the compromised
link, blue dashed directed line denotes the trusted link, and black solid
directed line denotes the normal link.

FIGURE 3. The union of time-varying network as shown in Figure 2 where
red dotted directed line denotes the compromised link, blue dashed
directed line denotes the trusted link, and black solid directed line
denotes the normal link.

subgraphs were generated. At the same time, we verified
that each subgraph does not satisfy 3-robustness with Tε.
Therefore, there is no guarantee the achievement of clock
synchronization under the false data injection attacks. The
union digraph is shown in Figure 3. Similarly, we verified
the robustness of this graph. We found that when we use
the traditional r-robust metric to measure this graph, it is
just 1-robust, but when taking the trusted links into account,
the graph can reach 3-robustness with Tε.
The aim of our experiments is to achieve the (7) and (8).

Therefore, for simplicity, we call α∗i αi as adjusted drift,
(α∗i βi + β

∗
i ) as adjusted offset and maxi,j∈V {C∗i − C∗j } as the

maximum error in the result figures. Some common parame-
ters are set as follows.

The common update period of nodes is set as T = 0.1s.
For better observation of the experiment, the sensor clock
parameters αi and βi are randomly selected from the interval
[0.5, 1.5] and [0, 100], respectively. The initial states are set
as α∗i [0] = 1 and β∗i [0] = 0, for i ∈ V . Thus there is such a
period of P = T/mini∈V {αi} = 0.1/0.5 = 0.2 s, all nodes
will do update and communication at least once. The scope
of attack is assumed bounded by 1, i.e., F = 1. We set links
(1,7), (7,1) as compromised links, and set links (2,8), (8,2),
(2,5), (5,2), (4,7), (7,4) as trusted links. If the stay time of
each subgraph in Figure 2 is set greater than 0.2s, then there

exists a K , the nodes in Figure 3 will receive data from all
neighbors and do update at least once. We conducted three
experiments as shown in experiment (1), (2), and (3). Once
the values of αi, βi are determined, they will keep consistent
in experiments.

1) System without trusted links: In this experiment, we set
the stay time of each subgraph in Figure 2 as 0.25s to
meet the Assumption 2. But we do not consider the
role of the trusted links in the algorithm (TLTS), that
is, the algorithm assumes the trusted links in Figure 2
and Figure 3 are the normal links, and the experimental
results are shown in Figure 4(a), 4(b), 4(c), and 4(d).
The result shows the adjusted drift (α∗i αi), adjusted
drift (α∗i βi + β∗i ) and logical time (C∗i ) are divided
into two parts, respectively. And the maximum error
(maxi,j∈V {C∗i − Cj}) is constantly increasing. These
figures show the failure of the clock synchronization.

2) System with trusted links: In this experiment, we also
set the stay time of each subgraph in Figure 2 as
0.25s to meet the Assumption 2. But this time we
consider the role of trusted links. Each node updates
and communicates with neighbors following the TLTS
rule. The experimental results are shown in Figure 4(e),
4(f), 4(g), and 4(h). Adjusted drift (α∗i αi), adjusted drift
(α∗i βi+β

∗
i ) and logical time C∗i reach consensus respec-

tively. And the maximum error (maxi,j∈V {C∗i − Cj}) of
system tends to 0. It is note that the time synchroniza-
tion is achieved.

3) When stay time of each subgraph is not enough: In this
experiment, each node update follows the TLTS rule
which takes trusted links into account, but we assume
that the time interval before each subgraph switching is
less than 0.2s(P = 0.2s). The experimental results are
shown in Figure 4(i), 4(j), 4(k), and 4(l). The Adjusted
drift (α∗i αi), adjusted drift (α∗i βi + β∗i ) and logical
time (C∗i ) are not reach consensus, respectively. And
the maximum error (maxi,j∈V {C∗i − Cj}) of system is
constantly increasing which give the information of
failure to achieve clock synchronization.

Comparing experiments (1) and (2), we can see the impor-
tance of improving network resilience to attacks by setting
trusted links. Experiment (1) not take trusted links into con-
sideration. Thus, the union graph is only 1-robust, which
are vulnerable to (K ,F)-local attack model (F = 1). And
when the trusted links are considered in experiment (2),
the union graph can reach 3-robustness with Tε, which
guarantee the achievement of time synchronization. Exper-
iments (2) and (3) both consider the role of the trusted links,
the difference is the stay time of each subgraph. The stay time
of (3) does not satisfy the Assumption 2. Therefore, some
nodes may not do the update and communicate with neigh-
bors before switching of the subgraph. Thus result in the lack
of enough data for updating. For these reasons, the failure of
clock synchronization is caused. These experiments illustrate
the efficiency of our proposed algorithm TLTS.
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FIGURE 4. (a)(b)(c)(d): Experiment results of adjusted drift (α∗i αi ), adjusted offset (α∗i βi + β
∗

i ), logical time (C∗i ), and the maximum error
(maxi,j∈V {C∗i − C∗j }) of Figure 2, where the stay time of each subgraph satisfying the Algorithm 2 but the algorithm does not consider the role of the
trusted links. (e)(f)(g)(h): Experiment results of adjusted drift (α∗i αi ), adjusted offset (α∗i βi + β

∗

i ), logical time (C∗i ), and the maximum error
(maxi,j∈V {C∗i − C∗j }) of Figure 2, where the stay time of each subgraphs satisfying the Algorithm 2 and each node uses the TLTS algorithm to update
state which considers the role of the trusted links. (i)(j)(k)(l): Experiment results of adjusted drift (α∗i αi ), adjusted offset (α∗i βi + β

∗

i ), logical time (C∗i ),
and the maximum error (maxi,j∈V {C∗i − C∗j }) of Figure 2, where each node uses the TLTS algorithm to update state which considers the role of the
trusted links but the stay time of each subgraph not satisfying the Algorithm 2.

VI. CONCLUSION
In this paper, we have presented a resilient consensus-based
time synchronization algorithm—TTW-MSR protocol for
WSNs under false data injection attacks. First, a novel
approach to improve the resilience of network is proposed
to achieve the desired structural robustness. We proved that
for the false data injection into the communication links,
the algorithm can still achieve convergence under the spe-
cific network robustness. The proposed algorithm is fully
distributed, asynchronous, and valid to time-varying network
topologies. Then we extend this algorithm to time synchro-
nization for WSNs. Extensive simulations demonstrate the
effectiveness of the proposed algorithm.

APPENDIX A
PROOF OF THEOREM 1
We prove this by contradiction. Let G be a digraph with
vertex set V and PG be a primary set of G. We assume that
the robustness of G cannot reach infinity. That is, accord-
ing to Definition 9, ∃S1, S2 ∈ V , neither S1 nor S2 is

infinity-reachable with Tε. It means all nodes in S1 and S2
do not has a trusted incoming link from outside of its own
set according to Definition 8 and Remark 1. However, each
node has a trusted incoming link according to Definition 10
which results that all trusted links cannot form a spanning
tree. It contradicts to the Definition 10 where when a primary
link set existing in a digraph the trusted links with all nodes
can form a spanning tree.

APPENDIX B
PROOF OF THEOREM 2
First, we prove the safety condition in Definition 4. Let
M [K , t] and m[K , t] to be the maximum and minimum state
values of the nodes in the interval [t − K , t], respectively.

m[K , t] = min
i∈V,l∈[0,K ]

xi[t − l],

M [K , t] = max
i∈V,l∈[0,K ]

xi[t − l].

We then show for an arbitrary time t , m[K , t] andM [K , t]
are monotonically non-decreasing and monotonically non-
increasing, respectively. Consider node i ∈ V whose state
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value xi[t] satisfies m[K , t] ≤ xi[t] ≤ M [K , t], after the
filtering step, it will use the remaining values and trusted
values ψi[t] for updating. Note that each data in ψi[t] is
among the interval [m[K , t],M [K , t]], the value for each
node i at next time step is lower bounded by

xi[t + 1] = wii[t]m[K , t]+
∑
j∈ψi[t]

wij[t − lij]xj[t − lij[t]]

≥ wii[t]m[K , t]+
∑
j∈ψi[t]

wij[t − lij]m[K , t]

= m[K , t],

where wii = 1 −
∑

j∈ψi[t]
wij[t − lij]. And similarly, we can

get that xi[t + 1] ≤ M [K , t]. Consequently, we conclude for
each node i,m[K , t] ≤ xi[t+1] ≤ M [K , t]. Therefore, for an
arbitrary time step t and t∗ ∈ Z+, m[K , t] ≤ m[K , t + 1] ≤
m[K , t + 2] ≤ · · · ≤ m[K , t + t∗ − 1] ≤ m[K , t + t∗] ≤
M [K , t + t∗] ≤ M [K , t + t∗ − 1] ≤ · · · ≤ M [K , t + 2] ≤
M [K , t+1] ≤ M [K , t]. Thus we provedm[K , t] andM [K , t]
have non-decreasingmonotone and non-increasingmonotone
respectively.

Next, we prove the agreement condition in Definition 4.
From the convergence ofm[K , t] andM [K , t], there is a finite
time t∗ that they both reach their final value, denoted by m∗

and M∗ respectively. Formally, limt→t∗ m[K , t] = m∗ and
limt→t∗ M [K , t] = M∗. Next we need to prove that for a
finite time t∗,m∗ = M∗. We conduct a proof by contradiction
to prove that this conclusion must be established.

Before starting to prove, we give a conclusion to show the
max change of state values of each node among a period K .
That is, for any 0 ≤ l ≤ K , we have

|xi[t]−xi[t − l]| ≤ (1−µT )(M [K , t−K ]−m[K , t−K ]).

(11)

Now we show the detail of the above conclusion. Consider
the lower-bounded weight we denoted as µ, which satisfies
µ ∈ (0, 1/2). Then we have

xi[t + 1] = wii[t]xi[t]+
∑
j∈ψi[t]

wij[t − lij]xj[t − lij]

≤ µxi[t]+ (1− µ)M [K , t],

after l ≤ K steps, xi[t+l] ≤ µlxi[t]+(1−µl)M [K , t]. Then,

|xi[t + l]− xi[t]| ≤ µlxi[t]+ (1− µl)M [K , t]− xi[t]

= (1− µl)(M [K , t]− xi[K , t])

≤ (1− µl)(M [K , t]− m[K , t]).

Hence, we have |xi[t]− xi[t− l]| ≤ (1−µT )(M [K , t−K ]−
m[K , t − K ]),∀l ≤ K .

Now, we continue to prove the Theorem 2. On the contrary,
suppose that m∗ 6= M∗. Without loss of generality, suppose
thatm∗ < M∗. Then, ∃γ0 ∈ R+, such thatm∗+γ0 < M∗−γ0.
Moreover, for any time step t and γc ∈ R+, we define

Sm[K , t, γc] = {j∈V|xj[t − l] < m∗ + γc, ∃0 ≤ l ≤ K },

(12)

SM [K , t, γc] = {j∈V|xj[t − l] > M∗−γc, ∃0 ≤ l ≤ K }.

(13)

The Sm[K , t, γc] is the set of nodes in which each node has
a state value smaller than m∗ + γc at least once in the past
K time steps from time t . Similarly, SM [K , t, γc] is the set of
nodes in which each node has a state value larger thanM∗−γc
at least once in the time interval [t − K , t].

Now, assuming |V| is the total number of nodes, we set

γ <
µK

2
|V|

1−µK2|V| γ0. Obviously, γ0 > γ > 0. Note that there

exists tγ such thatm[K , t] > m∗−γ andM [K , t] < M∗+γ ,
∀t ≥ tγ .
To analyse with the property of robustness, the two

selected sets need to be nonempty and disjoint. Next,
we show Sm[K , tγ , γ0] and SM [K , tγ , γ0] satisfy these two
constraints.

Consider that Sm[K , tγ , γ0] and SM [K , tγ , γ0] are both
nonempty, for there must exists node i and j whose value
equals to m[t] and M [t], respectively. In order to guarantee
these two sets Sm[K , tγ , γ0] and SM [K , tγ , γ0] are disjoint,
we need to let maximum state value of nodes in the set
Sm[K , tγ , γ0] in time interval [t−K , t] smaller thanM∗−γ0.
For this goal, we set γ0 <

µT

2 (M∗ − m∗). Next we will show

if γ0 <
µT

2 (M∗ − m∗), Sm[K , tγ , γ0] and SM [K , tγ , γ0] must
be disjoint.

Now, we deduce the conclusion of γ0 <
µT

2 (M∗ − m∗).
According to (11), the difference between the maximum and
minimum state value in pastK time steps satisfies the formula
(M∗−γ0)−(m∗+γ0) ≥ (1−µT )(M [K , t−K ]−m[K , t−K ]),
then we compute this formula and the upper limit of γ0 is
shown as follows

γ0 ≤ (M∗−m∗−(1−µT )(M [K , t−K ]− m[K , t−K ]))/2

≤ (M∗−m∗−(1−µT )(M∗−m∗))/2

≤
µT

2
(M∗−m∗).

Moreover, µ
T

2 (M∗ − m∗) < 1
2 (M

∗
− m∗), such a γ0 must

exists. Now, Sm[K , tγ , γ0] and SM [K , tγ , γ0] are disjoint by
the definition of γ0.

Note that the network GK [t] is (K , 2F + 1)-robust with
Tε, for t ≥ K , and there are no more than F compromised
incoming links of each node in the time interval [t − K , t]
((K ,F)-local model), there exists a node in Sm[K , tγ , γ0] ∪
SM [K , tγ , γ0] who has at least (2F + 1) incoming links or
one trusted incoming link outside of its own set. Assume that
i ∈ Sm[K , tγ , γ0] is such a node.
The messages transmitted through the non-compromised

links to node iwere not modified during transmission. Hence,
there exists a time step (t + t ′), 1 ≤ t ′ ≤ K , t ′ ∈ Z+, after
filtering step, at least one of the remaining value larger than
m∗ + γ0 that will be used for computing xi[tγ + t ′].
Note the smallest value that node i will use at time-step tγ

is m[K , tγ ], placing the largest possible weight on m[K , tγ ],
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the xi[tγ + t ′] is lower bounded by

xi[tγ + t ′] ≥ (1− µ)m[K , tγ ]+ µ(m∗ + γ0)

≥ (1− µ)(m∗ − γ )+ µ(m∗ + γ0)

= m∗ + µγ0 − γ (1− µ)

= m∗ + γt ′ .

Here, γt ′ = µγ0 − γ (1 − µ), we get γt ′ < γ0.
Similarly, if i ∈ SM [K , tγ , γ0], then we can also get
xi[tγ + t ′] ≥ M∗ − γt ′ .
Then, for any time step tγ + j, the above analysis can be

repeated as long as Sm[K , tγ +j, γj] and SM [K , tγ +j, γj] both
contain nodes.

AfterK ′ steps,K ′ ∈ [K ,K 2], xi[tγ+K ′] ≥ m∗+γk ′ , where
γk ′ = µk

′

γ0 − γ (1 − µk
′

), γk ′ < γk ′−1 < . . . < γ1 < γ0.
It means at least one node in Sm[K , tγ , γ0] increases at least
to m∗ + γk ′ , or one of the nodes in SM [K , tγ , γ0] decreases
at most to M∗ − γk ′ . It must be that either the number of
nodes in Sm[K , tγ +K ′, γk ′ ] is strictly lesser than the nodes in
Sm[K , tγ , γ0] or the number of nodes in SM [K , tγ + K ′, γk ′ ]
is strictly lesser than the nodes in SM [K , tγ , γ0].
Since the number of nodes is finite, there exists a time step

t̃ = tγ +K 2
|V| such that Sm[K , tγ + t̃, γt̃ ] = ∅ or SM [K , tγ +

t̃, γt̃ ] = ∅. It implies that the minimum value of nodes is
lower bounded by m∗ + γt̃ , or the maximum value of nodes
is upper bounded by M∗ − γt̃ , respectively.
If γt̃ > 0, then Sm[K , tγ + t̃, γt̃ ] = ∅ implies a contradic-

tion to the fact that smallest value converges monotonically to
m∗, and SM [K , tγ + t̃, γt̃ ] = ∅ contradicts to the fact that the
largest value converges monotonically toM∗. Next, we show

that γt̃ > 0. Recall γ < µk
2
|V|

1−µk2|V|
γ0, we get

γt̃ > µt̃γ0 − γ (1− µt̃ )

> µt̃γ0 −
µk

2
|V |

1− µk2|V |
(1− µt̃ )

= µk
2
|V |γ0 −

µk
2
|V |

1− µk2|V |
γ0(1− µk

2
|V |)

= 0.

It results in a contradiction. Therefore, we have m∗ = M∗.
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