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Abstract

Identifying file type by file extension is fallible. Another
magic bytes method for these files, which have similar header
information, such as the common-used MS Office OLE file,
may not distinguish one type from another. In this paper, an
efficiently classification method for the common OLE files
was proposed. In order to overcome the shortcoming of the
original N-gram analysis technique which can not easily tell
ambiguous file types apart, the N-gram analysis and the
vector space model were combined together to identify the
common OLE files. The characteristic items were extracted
from the most frequency byte values of each file class, and
then the cosine value of two vectors was used to catalogue
ambiguous file types. The experiment results demonstrate that
our mechanism is effective in identifying the office OLE files,
and obtain better performance than the common n-gram
method.

1 Introduction

Nowadays, it's an increasingly important work to identify file
type efficiently. There are three primary methods for file type
identification. The fastest and simple method is according to
its file extension. But this way is not convincing because file
extension can be easily changed manually. Another common­
used method is magic byte technique. The magic bytes are
specific to binary files and rely on matching signatures that
vary in length from 2 to 46 bytes in file headers [3]. However,
in some cases, we can't give a special file type using magic
byte. (for example, WORD, EXCEL and PPT). The third
method to identify file type is using the character distribution.
This is used to detect different file types by the content of the
file.
N-gram, which is a common-used statistical method, has been
used in file classifying field successfully. We have tried to
make use of this method to show the average character
distribution of the three types of files which have said above.
Unfortunately, the result displays that the top three most
frequency byte values of these three types of files are the
same, those are "0", "255", "I". Not only these three file
types, but also anther two types of MS office OLE files
(VISIO, ACCESS) produce the similar character distribution.
Moreover, there is also a large overlap between other top byte
values of these five types of OLE files, which has been shown
in figure 1. Here, X axis: bytes from 0 to 255, Y axis: average

frequency of byte values. Since the byte value 0 is used often
to pad files in various formats and takes up a large proportion
of total file, one may ignore this value and focus on the
remaining byte value distribution.
WORD, EXCEL, and PPT are all MS OLE 2.0 compound
document file format [6] containing the fixed first 8 bytes (DO
CF 11 EO AlB1 IA EI) and similar character definition.
VISIO and ACCESS which are also MS Office OLE file
types would have similar character distribution with the above
three file types. Not surprisingly, widely-used N-Gram
analysis may not be very effective in this case. How to
category files which have similar character distribution with
N-gram-based method and achieve a high accurate rate are
what we desire to solve.
In our work, we integrate the N-gram technique with the
vector space model to classify OLE files. Our main
contributions are summarized as follows: proposing an
improved classification method which combines N-gram
analysis technique and vector space model together,
proposing an efficient approach which can extract
characteristic byte values from each file type that have similar
character distribution, demonstrating the availability of our
classification methods by identification the five types of
common OLE files and obtain a satisfying result.
The rest of this paper is organized as follows: Section 2
describes previous work on file classifying using N-gram
technique. Section 3 discusses our methodology, and in
section 4, we present results on the efficacy of our approach
and compare it with CNG method. In section 5, we conclude
and outline future works.

2 Related work

McDaniel and Heydari [5] introduced content based file type
detection algorithm, which adopted byte frequency analysis
and automatically generating "fingerprints" of file types
based on a set of known input files. Wei-Jen Li, Ke Wang,
and Salvatore 1. Stolfo [10] proposed N-gram-based method
to categorize file types. In their work, they represented all
members of the same file type by a set of statistical I-gram
models and applied Mahalanobis Distance to calculate the
similarity between the test file and the model. For experiment,
they considered WORD, EXCEL, and PPT as one file type
rather than differentiate them. Our work is just classifying
them including other two types of common OLE files. V.
Keselj, F. Peng, N. Cercone, and C. Thomas [9] presented
Common N-Gram analysis (CNG) method to automated
authorship attribution based on byte n-gram models.
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Figure 1: File binary distribution. (the 255's frequency ofWORD and VISIO is larger than 0.05)
Table 1: The top 15 frecuency in I-gram of the five types OLE files(l-gram is denoted by its ASCII value)
File type 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

word 0 255 1 32 4 128 2 132 5 3 7 48 8 6 15
excel 0 255 1 2 32 10 8 3 16 5 6 4 253 48 12
ppt 0 255 1 2 4 15 32 8 3 240 45 16 39 128 241

visio 255 0 1 240 2 63 235 64 127 4 191 3 15 5 32
access 0 255 1 32 2 101 4 127 128 114 116 111 110 97 3

The CNG method represents each text sample as a bag of
character n-grams taking into account case-sensitive
information. Although quite simple, the CNG method has
achieved remarkable performance in text classifying field.
The distance measure used to compare the text models is
using KNN (k-nearest neighbour) algorithm with k=1.
However, this algorithm is not stable enough for classifying
quite a few file models which have similar char distribution.

3 Methodology

3.1 N-gram analysis and vector space model

N-grams are generalized words consisting of N consecutive
symbols [4, 8]. A set of the top M most frequency character n­
grams are able to capture complicated stylistic information on
the lexical, syntactic, or structural level. N-gram analysis has
been widely used in a number of text classification tasks, such
as indexing, information retrieval, error correction, text
compression, language identification and so on. However, 1­
gram statistical analysis may not effective enough to
distinguish one type from another. In these cases, a higher
order gram (2-gram or 3-gram) analysis may perform better.
Considering computation speed and performance, we mainly
focus on I-gram analysis in this paper.
The vector space model has been widely researched in the
information-retrieval research community and produced some
highly successful results. In the statistically based vector­
space model, a file is conceptually represented by a vector of
keywords extracted from the file, with associated weights
representing the importance of the keywords in the file and
within the whole document collection. There are two
important factors to build a reliable vector space model. One
is the mechanism of extracting keywords from files. Another
is the algorithm of determining the weight value of each
keyword. Several ways to compute weight values have been
proposed. A common-used approach is called tf*idf method
[2]. Because the 256 ASCII characters occur in every file, the
idf would be taken no account of while determining the
weight of the keywords.

3.2 Extracting characteristic item by Set Difference

Table 1 displays the top 15 most frequency in I-gram of the
five types sample OLE files, which demonstrates that there is
a large overlap between their character distributions.
In order to exact characteristic items from each file type
efficiently, we need to normalize the top M most frequency
characters without considering the same characters containing
in the top ones. Set Difference can suffice this. Set Difference
is a basic set operation, and returns a new set which
represents the difference between the base set and another set.
By using Set Difference, we can easily pick particular
characters out of the top ones. And then, we might do the
same work on several groups and obtain the public ones
which represent this file type.

3.3 Categorizing and testing method

Each files model's characteristic items can be merged to build
the characteristic vector which represent the difference
between these file types. The aim is to identify a particular
file type while given an unknown file. Thus a proper method
is required to categorize different file types. The common
ranking function of processing vector is the cosine measure,
which determines the similarity between the test file's vector
and the file model's vector. The similarity between a file
model F; and a test file T is defined as

~----

v v v (1)
sim(T,F) =:L(Wr,j xW;,j)/ :LW!j x :Lw;~j

j=1 j=1 j=1
The dimension of vector space is V. WT,j is the weight of
character j in the test file, and is defined in a similar way as
W;,ithat is equivalent to tfi,j).By calculating the cosine value
between the test file's vector and each file model's vector, we
can easily find out the biggest cosine value, and judge the test
file belongs to the corresponding file type.

4 Evaluation

4.1 Preparing for dataset

First of our experiment, for each file type, we need to prepare
a great number of training samples. We collected the needed
sample files from Internet by Google. However, we found



4.2 Generating and optimizing of characteristic vector

e assl ymg accuracy 0 erent 1 e Sl
File type 0-500K 500K-1M 1M-5M

word 98.3% 85.0% 80.0%
excel 98.7% 100% 80%
ppt 97.5% 95.0% 85.0%

visio 100% 100% 80.0%
access 98.0% 93.3% 80.0%

e c assl mg accuracy usm~ 1 erent pro 1 e Sl
L word excel ppt visio access
8 69.9% 81.7% 72.3% 82.5% 70.6%
11 82.3% 91.6% 89.8% 94.6% 82.3%
15 91.6% 98.1% 94.4% 99.6% 93.5%
20 84.6% 90.7% 83.5% 95.5% 81.1%

able 3: The different vectors with different profile sizes(J
L characteristic vector
8 {128,132,10,8,15,63,64,240,101 }
11 {132,7,10,6,16,63,64,235,191,101,114,116}
15 {132,7,48,10,253,12,45,241,63,64,235,191,114,

116,111,110,97}
20 {132,214,74,104,10,253,12,29,27,45,95,39,13,

63,235,191,223,18,114,116,110,97,65,115,105}

B The different file sizes
To observe the files mistaken as other types, we display the
classifying accuracy ofdifferent file sizes in table 6. Although
byte frequency has been normalized by file size, Office files
can embedded mutually and disturb the building of file model.
We use 15 as profile size. In table 6, a great mass of mistakes
are made in large-size files. Thus it is not surprising that
WORD, PPT, and ACCESS, which include more large-sizes
ones, obtain lower accuracy than the other two types. We can
add deeper analysis to our future work to identify appropriate
file sizes to improve detection performance.

Tabl 6 CI ·f· fdiftl til ·zes

The result using 5-fold cross-validation is displayed in table 4.
The performance is best while profile size is 15. The lowest
accuracy is no less than 91 %, and the best one is higher than
99%. As mentioned in the subsection 3.2, byte frequency is
regarded as weight value. We have shown five types of file's
weight values of characteristic vector (L=15) in table 5.

Table 4 Th I ·f· . d·ftl til ·ze(L)

and obtain the characteristic vector, computed by Equation
(2). The cosine similarity, computed by Equation (1), is
measured between the test file's vector and file model's
vector, and the class with the biggest similarity is chosen.
We perform 5-fold cross-validation [1]. The data is evenly
partitioned into 5 folds. Each size of fold is 20. 4 of these
datasets are used for training and the remaining dataset is
used for testing. The process is repeated 5 times, each time
using a different testing dataset. The results in these 5
evaluations are averaged to obtain the final result.
A The different profile sizes
To compare the results using different profile sizes, we
choose 8, 11, 15, and 20 top frequency I-grams for each file
type, and obtain different dimensions of characteristic vectors
which have been given in table 3 as follow.

T L)

e num er 0 samp es se ecte m 1 erent
File type 0-500K 500K-1M 1M-5M
word 60 20 20
excell 80 15 5
ppt 40 40 20
visio 80 15 5
access 50 30 20

that randomly choosing files may not be a perfect way to
build file model. If we choose quite a few large-size WORD
files, the character distribution can be shown a great
difference from the uniform one which take account of little
large-size ones. Toward this end, we limit that the proportion
of large-size samples in the total samples we select must be
lower than a threshold (i.e. 20%).
Finally, we collect 100 files for each type, the size of which
varies from 9 to 4,744 kilobytes. While doing this work, we
have eliminated a few too large files (larger than 5,000
kilobytes) which may disturb the experiment results. We give
detail of sample selecting, for example, the number of
samples selected in different sizes, which displays in table 2.
For the reason that we use 5-fold cross-validation, the number
of files of different sizes can easily be divided by 5.
After having gotten samples ready, we can calculate the
average I-gram's frequencies of the training samples of each
type and build file model for the following work. Using
2gram as file's model, we couldn't find any better
performance than I-gram's. More training samples and syntax
information are required for our future work.

Table 2. Th b f I I d· d·ftl file sizes

4.3 Experimental results

Our experiment's platform is under UNIX, which is
convenient for programming. The test tool we developed is
written in C, and used to extract n-gram (n=I) models of each
file type. There are three primary parameters in our
experiments: profile size, file size and truncation size. The
profile size, L, determines the number of the most frequent 1­
grams of a file. The truncation size is size of small portion of
file. We decide to choose profile size ranging from 8 to 20,

Five types of MS OLE files (WORD, EXCEL, PPT, VISIO,
and ACCESS), which have similar char distributions as
Figure 1 plots, are tested in our experiments.
We put each file type's top M frequency into a set, which is
denoted by Ai (i=I, 2, 3, 4, 5). The characteristic vector is
obtained by merging each file type's characteristic items,
which can be extracted by computing the set difference
among them. The characteristic vector is defined as follows:

5 5

V=U(Ai - U Aj ) (2)
i=1 j=I,I#i

Table 5: The wei~ht value of characteristic vector with profile size=15 (the value has been enlarged 10000 times)
File type 7 10 12 45 48 63 64 97 110 111 114 116 132 191 235 241 253

word 55 31 35 16 54 17 28 26 24 39 20 25 66 18 14 15 21
excel 38 108 53 14 56 15 53 8 10 12 9 22 6 4 1 2 68
ppt 40 42 41 61 43 26 27 26 29 30 25 31 31 31 20 51 25

visio 34 28 23 19 44 98 82 43 22 60 35 33 23 74 83 65 30
access 37 27 21 32 43 05 38 47 48 50 .58 53 10 7 19 4 13



C The different truncation sizes
In previous related works, truncation is commonly used to fix
a small portion of entire file, such as first 200 bytes. It can be
efficacious while the test files have dissimilar file headers.
For our work, we seek to determine whether the result
produced by different truncation sizes is better than the entire
one's. In this test, we also use 15 as profile size. The result is
shown in table 7, which indicate that classifying under
different truncation size produces no better result than
considering the entire file. WORD, EXCEL, and PPT obtain
dissatisfying accuracies while the truncation sizes are small,
especially 50. All the three types of files belong to MS
compound document, which has fixed-size (512bytes) file
header and uniform encoding. That is the reason why these
three types can't easily be differentiated by first hundreds of
bytes. In contrast, ACCESS, which contains dissimilar header
with other 4 types, performs better under small truncation size.

5 Conclusion and future work

In this paper, we propose an improved classification method
for common OLE files which have the similar character
distribution. Our approach is based on n-gram analysis and
integrates it with vector space model. The key technique of
this method is extracting characteristic items effectively from
each file types. We have applied this mechanism to
differentiate five common OLE files and obtain better
performance comparing with CNG method. We believe that
this classification method can also be applied in other group
of files, such as EXE and DLL. Moreover, in malcode
detection field, by n-gram analysis, there is large overlap
between the Mahalanobis distances of virus blocks and
normal blocks in infected PDF documents [7]. We hope that
our approach can also be effective in this case, which is part
of our ongoing work.

Table 7: Classifying accuracy under different truncation size
Truncation Size word excel ppt visio access

50 0% 0% 0% 1.2% 100%
512 8.3% 96.7% 23.3% 89.6% 98.8%
700 88.3% 81.5% 50.5% 96.7% 99.20/0
900 93.8% 85.2% 42.8% 97.5% 97.5%
all 91.6% 98.1% 94.4% 99.6% 93.5%
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D Comparing our approach with CNG method

In CNG method, the top M frequent n-grams with their
normalized frequencies represent a class model. The instance
is classifies using k-nearest neighbour algorithm [9] with k =

1, which takes account of all the top ones, including quite a
few characters appear in the top ones of each file type. We
perform an experimental evaluation of our approach and CNG
method (n=1) by measuring their Macro-F1 value [11], which
considering both precision rate and recall rate. Figure 2
displays the different results produced by these two methods.
As figure 2 plots, X-axis denotes different truncation sizes (in
bytes), and Y-axis denotes Macro-F1 value. In general, higher
Macro-F I values are obtained by our approach. Our improved
classification method is demonstrated to be given a good
evidence for identifying file types with similar character
distribution.


